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Abstract. Deep learning is an important direction in the field of artificial intelligence. Integrating 
deep learning technology into recommendation system to improve the performance and 
recommendation accuracy of recommendation system has become a research hotspot. This paper first 
analyzes the recommendation ideas and recommendations of traditional recommendation algorithms. 
The advantages of the algorithm are then combined with the deep learning framework to establish a 
personalized recommendation algorithm model. Finally, the simulation experiment proves that the 
personalized algorithm proposed in this paper can effectively improve the performance and 
recommendation accuracy of the recommendation system. 

Introduction 
In recent years, with the rapid development of new technologies such as grid computing, cloud 
computing, and big data, the widespread use of the Internet has led to a large-scale increase in data. 
According to the relevant report of the International Data Group, by 2020, the total amount of data 
generated by Internet applications will be about 24 times that of 2010. In this huge data space, there 
are many valuable data resources that will make decisions for the development of various fields in 
society. However, a large number of data resources provide value and lead to information overload. 
The problem, how to quickly obtain valuable data resources in a large amount of messy data has 
become a bottleneck in the development of big data, and the recommendation system is the most 
effective way to solve the information overload problem. The research and application of the 
recommendation system has become a hot issue in research and attention in various fields, and certain 
results have been formed in the research process. The recommendation system can discover 
information of interest to the user, such as product information, news information, movies, etc., from 
a large number of data resources according to the user's interests, needs, characteristics, and the like 
through a certain recommendation algorithm, and then the found result information is performed. 
Personalized recommendations to users, thereby increasing the efficiency of users to find valuable 
data. At present, the recommendation system has been widely used in various fields such as 
e-commerce, social networking, information inquiry, entertainment, and information push. 

The recommendation algorithms used in the recommendation system mainly include a 
content-based recommendation algorithm, a collaborative filtering recommendation algorithm, and a 
hybrid recommendation algorithm. The application is widely used in the collaborative filtering 
recommendation algorithm, and has achieved certain results. At the same time, there are problems 
such as cold start and data sparsity; the content-based recommendation algorithm needs to search for 
relevant items through the user's selection of project attributes for recommendation. The feature 
extraction process mainly relies on artificially designed feature extraction, and its scalability is not 
good. The hybrid recommendation algorithm combines the advantages of both, effectively alleviating 
the cold start and data sparsity problems, but the diversity and distribution of data types are uneven. 
Other features make the hybrid recommendation still face certain challenges. 

Deep learning is a kind of artificial intelligence research. It is a deep nonlinear network structure 
and has achieved certain results in image processing, artificial intelligence and natural language 
processing. Deep learning simulates the human brain for analysis, which analyzes and understands 
the data by simulating the human brain. Deep learning is a kind of unsupervised learning. The training 
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center contains multi-layered perceptual information, and the lower-level features are combined to 
form a more abstract high-level representation attribute category. Or feature to discover the 
distributed characteristics of the data. Research on personalized recommendation system based on 
deep learning has become a hot issue in the field of recommendation system [1]. 

Research Work 
The purpose of the recommendation system research is to actively mine the data of interest to the user 
from a large amount of data, and filter the data information that the user is not interested in, so as to 
accurately recommend the user. At present, the main recommended system algorithms are mainly 
content-based recommendation algorithms, collaborative filtering recommendation algorithms and 
hybrid recommendation algorithms [2]. 

Content-Based Recommendation Algorithm. The content-based recommendation algorithm is 
based on the selected user, by analyzing the user historical data, searching for the feature attributes of 
the historical data, and recommending data similar to the feature attributes to the user. The 
content-based recommendation algorithm is mainly based on the user's historical data and the feature 
attribute information of the data. This recommendation algorithm can ignore the data sparseness of 
the user's historical data score. The key point of recommendation is to establish a mathematical model 
based on the user's and user's preference for the item, and then calculate the similarity between the 
items through the algorithm. It is to find high-similar items with the items that the user likes, and then 
recommend [3].  

Content-based recommendation algorithms are generally divided into three steps: 
1. Item representation: The recommendation algorithm extracts some features or content from the 

user's historical items to represent the item and establish corresponding matrix information; 
2. Feature learning: The feature data information matrix is established through the user's 

preference data, and the feature data is classified through the calculation link, one is the feature data 
that the user likes the item, and the other is the feature data that the user does not like, and then learns 
the user's Feature hobby 

3. Generate a recommendation list: According to the user's characteristic hobbies, and the user 
hobbies found in the previous step, the candidate items are compared with the user's preferences, 
thereby generating a recommendation list of the user items. 

The content-based recommendation method considers the similarity between items in the 
calculation process, and ignores some historical data of the user, so it can effectively link the cold 
start and data sparseness in the collaborative filtering recommendation process. Therefore, the 
content-based recommendation algorithm has the advantages of short response time and fast speed. 
At the same time, there are some shortcomings in this recommendation algorithm. For example, the 
items recommended to the user are highly similar to the user's historical preferences, so it may lead to 
items that the user may like but not enough to recommend to the user. The accuracy of the 
recommendation; secondly, in the recommendation process, the user's feature data needs to be 
processed in advance, and the amount of data processed is very large, which is difficult to implement 
[4]. 

Collaborative Filtering Recommendation Algorithm. Collaborative Filter (CF) algorithm is 
one of the most recommended recommendation system algorithms, and it is the most widely used 
personalized recommendation algorithm [5]. The basic idea of collaborative filtering 
recommendation algorithm can be understood as “classification by object” and “classification by 
people”, that is to say, the user's future preferences are consistent with historical preferences, then the 
user can be recommended to the historical preference. Or recommend items to users with the same 
historical preferences, so that personalized recommendations can be implemented. The flow of the 
collaborative filtering recommendation algorithm is shown in Figure 1. 
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Figure. 1 collaborative filtering recommendation process 

 
The collaborative filtering recommendation algorithm can be further divided into user-based 

collaborative filtering recommendation and project-based collaborative filtering recommendation. 
The advantage of the collaborative filtering algorithm is that the user and the item's own data 
information can be used, and only the user and the item can be mined through the scoring matrix 
according to the user's scoring matrix. Thereby achieving personalized recommendations. In the 
collaborative filtering process, the association rules between similar items or similar users can be 
fully utilized to discover the potential preferences of the users, thereby providing a higher quality 
personalized recommendation service. So building a scoring matrix for users and projects is critical. 
The scoring matrix of users and projects is constructed in Table 1 below. 

 
Table 1  User and project scoring matrix 

 Item1 Item 2 Item 3 … Item n 
user1 𝑅𝑅11 𝑅𝑅12 𝑅𝑅13 … 𝑅𝑅1𝑛𝑛 
user2 𝑅𝑅21 𝑅𝑅22 𝑅𝑅23 … 𝑅𝑅2𝑛𝑛 
user3 𝑅𝑅31 𝑅𝑅32 𝑅𝑅33 … 𝑅𝑅3𝑛𝑛 
… … … … … … 
user m 𝑅𝑅𝑚𝑚1 𝑅𝑅𝑚𝑚2 𝑅𝑅𝑚𝑚3 … 𝑅𝑅𝑚𝑚𝑛𝑛 

 
In the collaborative filtering recommendation algorithm, user-based collaborative filtering 

recommendation is the main content. In this process, finding the nearest user set is the most critical 
step, that is, calculating the similarity between users. At present, the methods for calculating user 
similarity mainly include Pearson correlation coefficient and cosine similarity [6]. 

1.Pearson correlation coefficient 
If the scoring matrix R(m, n)  of the user and the project has been established, the Pearson 

correlation coefficient between the two different users a and b can be expressed by Equation 1. 

sim(𝑎𝑎, 𝑏𝑏) = ∑(𝑅𝑅𝑎𝑎𝑎𝑎−𝑅𝑅𝑎𝑎����)(𝑅𝑅𝑏𝑏𝑎𝑎−𝑅𝑅𝑏𝑏����)
�∑(𝑅𝑅𝑎𝑎𝑎𝑎−𝑅𝑅𝑎𝑎����)2 ∑(𝑅𝑅𝑏𝑏𝑎𝑎−𝑅𝑅𝑏𝑏����)2

  （1） 

In Formula 1, 𝑅𝑅𝑎𝑎𝑎𝑎 and 𝑅𝑅𝑎𝑎𝑎𝑎 denote user a and user b's score on item i, 𝑅𝑅𝑎𝑎���� and 𝑅𝑅𝑏𝑏����denote the average 
value of user a and user b's score on all items, respectively. 

2. Cosine similarity 
When cosine similarity is used for similarity calculation, the score of a user for all items is 

regarded as a vector in n-dimensional space. If the user does not score on one of the items, the value of 
the score can be considered to be zero. In some specific environments, many users do not rate the 
project, so these scores can be set to zero at this time, so this method has higher data sparsity when 
calculating the cosine similarity. In the scoring process, because each user has certain differences in 
the scoring standards of the project, the difference brings the error to the whole calculation. Therefore, 
in the calculation method of cosine similarity, the common practice is to reduce The mean value of 
the current user score is dropped, and the corrected similarity range is -1 to 1, so the cosine similarity 
of user a and user b can be expressed by Equation 2 [7]. 
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sim(a, b) =
∑ (𝑅𝑅𝑎𝑎,𝑝𝑝−𝑅𝑅𝑎𝑎)(𝑅𝑅𝑏𝑏,𝑝𝑝−𝑅𝑅𝑏𝑏)p

�∑ (𝑅𝑅𝑎𝑎,𝑝𝑝−𝑅𝑅𝑎𝑎)𝑝𝑝
2�∑ (𝑅𝑅𝑏𝑏,𝑝𝑝−𝑅𝑅𝑏𝑏)𝑝𝑝

2
  （2） 

Where 𝑅𝑅𝑏𝑏 represents the average score of user b for all items, and 𝑅𝑅a represents the average score 
of user a for all items. Equation 2 and Equation 1 are relatively similar. 

Project-based collaborative filtering recommendation is similar to user-based recommendation 
process. The idea is that if users have certain preferences for a certain type of project, there will be 
certain preferences for similar or similar projects. The starting point is Project-based [8]. 

Although the collaborative filtering algorithm can get the item information similar to its own 
preferences, there are certain defects in the collaborative filtering algorithm. For example, the 
collaborative filtering algorithm can easily lead to the sparseness of the data, the cold start of the user 
and the cold start of the project. 

Personalized Recommendation Algorithm 
Deep learning is a set of methodology developed for the purpose of computer learning human 
behavior. The purpose is to mine rules and knowledge from a large amount of data. The algorithm 
used by the recommendation system (model-based recommendation) can use the deep learning 
method, which essentially acquires features from the training set and predicts that the 
recommendation system is a business application, and the deep learning is a basic algorithm, which is 
in an upstream and downstream relationship with the recommendation algorithm [9] ]. Deep learning 
has become the core algorithm of recommendation system. The traditional collaborative filtering 
method is gradually eliminated, and it is generally only applied to hot and cold start, downgrade 
strategy, and preliminary screening strategy. Content recommendation needs to solve the problem of 
refined personalized recommendation and heat penetration of long tail content, and deep learning 
method has more advantages [10]. 

Deep Learning Framework. Combine deep learning with personalized recommendations, first of 
all to build a deep learning framework, as shown in Figure 2. 

 

 
Figure. 2 deep learning framework 

 

Firstly, the historical data is used for repeated training in the training model. In the process of 
learning and training, new data can be continuously introduced, and the training parameters should be 
constantly adjusted throughout the training process. Finally, the unknown properties are exported 
through the training model. 

Personalized Algorithm Model Design. The model design of the algorithm firstly screens out the 
recall set according to the given user historical data information, and establishes the user's favorite list 
through the parameter adjustment of the deep learning training model. Under normal circumstances, 
if a user has two in a short time at the same time Piece of historical data, then the probability of 
obtaining user preferences will increase; secondly, by calculating the remaining string similarity 
between the user and the project, the recall set of the product to be recommended can be obtained, and 
after the recall set is obtained, filtering is performed by the matching category. Finally, the parameter 
values are repeatedly modified, the feature attributes are obtained through the deep learning model, 
the user's preferences are re-created, and a list of information to be recommended is established. 

1. Establish the objective function 
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According to the collaborative filtering algorithm, the objective function is established as shown in 
Equation 3: 

min
𝒙𝒙(𝟏𝟏),…,𝒙𝒙(𝒏𝒏𝒎𝒎)

1
2
� � ��𝜽𝜽(𝒋𝒋)�𝑇𝑇𝒙𝒙(𝒊𝒊) − 𝑦𝑦(𝑎𝑎,𝑗𝑗)�

2
  （3）

𝑗𝑗;𝑟𝑟(𝑎𝑎,𝑗𝑗)=1

𝑛𝑛𝑚𝑚

𝑎𝑎=1

 

It can be known from Equation 3 that the user parameter vector θ is first initialized, and then the 
item feature value x and the user parameter vector θ are obtained by an iterative method, which is the 
basic idea of the initial collaborative filtering method. 

2. Training model 
On the basis of deep learning, the objective function can be further optimized. First, 

𝑥𝑥(1), … , 𝑥𝑥(𝑛𝑛𝑚𝑚),𝜃𝜃(1), … ,𝜃𝜃(𝑛𝑛𝑢𝑢)  random initialization is performed in a small range, and then the 
gradient descent algorithm is applied to iteratively optimize the objective function. The iteration 
formula is shown in Equation 4 and Equation 5: 

𝑥𝑥𝑘𝑘
(𝑎𝑎) = 𝑥𝑥𝑘𝑘

(𝑎𝑎) − 𝛼𝛼����𝜃𝜃(𝑗𝑗)�𝑇𝑇𝑥𝑥(𝑎𝑎) − 𝑦𝑦(𝑎𝑎,𝑗𝑗)�
𝑗𝑗

�  （4） 

𝜃𝜃𝑘𝑘
(𝑗𝑗) = 𝜃𝜃𝑘𝑘

(𝑗𝑗) − 𝛼𝛼����𝜃𝜃(𝑗𝑗)�𝑇𝑇𝑥𝑥(𝑎𝑎) − 𝑦𝑦(𝑎𝑎,𝑗𝑗)�
𝑎𝑎

�  （5） 

The feature matrix x obtained through deep learning in the recommendation method contains 
important data information of the project. Sometimes the information implies some attributes and 
relationships that are difficult to be understood, but it is still necessary to use the feature matrix x as an 
important project recommendation. in accordance with. For example, if a user is interested in the 
project 𝑥𝑥(𝑎𝑎), the recommendation model can find a project similar to 𝑥𝑥(𝑎𝑎) 𝑥𝑥(𝑗𝑗) according to the given 
similarity measure. The user. In the collaborative filtering recommendation method, there is no need 
to set an additional feature offset term, so there is  𝑥𝑥, θ ∈ 𝑅𝑅𝑛𝑛. 

Simulation 
In order to verify the personalized recommendation algorithm proposed in this paper, we compare it 
with the traditional method. The standard of verification is usually measured by statistical accuracy. 
The statistical accuracy measurement method mainly calculates the deviation between the score value 
of the item predicted by the recommendation algorithm and the actual score value of the item, and 
measures the recommended quality of the recommendation system recommendation algorithm by the 
calculated recommendation deviation. Through the Internet platform, some data sets of the Jingdong 
website shopping in 2014 were obtained. The data collection contains different product information 
and user characteristic information purchased by users at various levels. 

Through the simulation platform, the simulation data to be tested is imported, and the neighboring 
numbers are selected as 10, 50, 100, 150, 200 respectively, and the personalized algorithm is 
compared with the traditional collaborative filtering algorithm and the hybrid algorithm to obtain the 
contrast deviation value as shown in Table 2. 

 
Table 2  Comparison bias values 

 Personalized 
recommendation algorithm 

Collaborative filtering 
recommendation Mixed recommendation 

10 0.6725 0.6826 0.6995 
50 0.6738 0.68 0.6893 
100 0.6782 0.6812 0.6899 
150 0.675 0.6855 0.6901 
200 0.6793 0.6801 0.6943 
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Summary 
It can be clearly seen from Table 2 that the deep recommendation-based personalized 
recommendation system algorithm proposed by the article establishes the objective function and the 
training model, and has low deviation values through simulation experiments, which has high 
recommendation accuracy. Effectively improve the user's personalized recommendations. 
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